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#### Abstract

This paper offers the strategies for the synthesis of fast algorithms for computing the matrix-vector products. The concrete example of synthesis of fast algorithm for matrix-vector multiplication is demonstrated in the speech. The example offered allows to track all the stages of construction of the algorithm which was rationalized from the point of view of number multiplication minimization. It is claimed that the process of constructing fast algorithms is both a science and an art and a craft.
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## I. Introduction

Fast algorithms are a field of computer science that studies algorithms for implementing various kinds of computational problems using as few mathematical (and other) operations as possible. The development of the theory and practice of constructing fast algorithms has long been in direct dependence on progress in the design and production of electronic computing equipment. We can safely say that it is the imperfection of computers of the first, second and third generations that contributed to the emergence of fast algorithms. For the sake of justice, it should be noted that the instruction system of the first generation computers contained all the full necessary set of commands required for the implementation of mathematical calculations. However, if such operations as addition and subtraction were performed during one clock cycle, then, for example, the multiplication command required the implementation of a rather long sequence of addition and shift operations in accordance with the rules for multiplying binary numbers. This sequence of operations is usually hard coded on the ferrite rings in the block of the computer's ROM and stored there as a firmware. Clearly, the implementation of such a microprogram required much more time than the execution of the addition operation or memory access operation. Thus, it turned out that the time of realization of multiplication became the main factor limiting the speed of solving applied problems. This fact stimulated the search and development of methods and various algorithmic tricks that allow to reduce the number of multiplication in the implementation of certain numerical methods. It is within the framework of this direction that fast algorithms of digital data processing are developed and applied [1].

## II. A Bit of History of Fast Algorithms

The ancestors of fast computations with a certain degree of conventionality can be considered German mathematicians K. Runge and K. Gauss, who were looking for ways to reduce the number of arithmetic operations in carrying out various kinds of mathematical calculations [1]. Well-known, for example, Gauss's algorithmic trick, which allows to calculate the product of two complex numbers with just three multiplications and five additions of real numbers [2]. However, as the beginning of the era of the most notable achievements in the field of fast computations, one can accept the emergence of the "divide and conquer" method developed in 1960 by Anatoly Alekseevich Karatsuba, demonstrated by him on the example of synthesis of a new efficient algorithm for fast multiplication of polynomials [3, 4].

The next revolutionary event in the scientific world was the development and publication in 1965 of the Fast Fourier Transform (FFT) algorithm of the authorship of J. Cooley and J. Tukey, obtained in essence also using the "divide and conquer" method. The emergence of this algorithm was a turning point in the development of the theory and practice of digital signal and image processing, as well as a number of other areas of science and technology, since it was possible to drastically reduce the number of arithmetic operations in calculating the discrete Fourier transform [5].

Later numerous "fast" algorithms for calculation of convolutions and correlations of digital sequences, discrete transformations in various orthogonal bases, and many others were appeared [6-8]. Among other things, Strassen's and Winograd's algorithms for multiplying the matrices, the ToomCook and Fürer's algorithms for multiplying large integers, and many others [9], which have become the "classics" of fast computations, should be singled out.

## III. Explanation

The main advantage of all the "fast" algorithms was a radical reduction in the multiplication operations (reducing the multiplicative complexity) in comparison with the "naive" algorithms. However, in a number of cases, a decrease in the number of multiplication operations leads to an increase in the number of additions (additive complexity) and almost always to an increase in the complexity of controlling the calculation process, as well as to an increase in data transfer operations, which previously no one paid much attention to because of their insignificant, in comparison with multiplication, execution time. With the development of the production
technology of the microelectronic base of electronic computers, as well as with the appearance of VLSIs with built-in hardware multipliers that allow performing a multiplication command during one clock cycle, the value of fast algorithms has been somewhat diminished. Suddenly it turned out that the reduction in multiplications in fast algorithms causing the growth of addition operations and data transfer operations under conditions when the execution time of these operations is comparable may also have a negative effect.

Practice has shown that, at least in a number of cases, "naive" approaches, based on time-consuming in terms of the number of arithmetic operations performed, but more simple in terms of organization of calculation and implementing of data addressing procedures, may be more effective than their "fast" modifications. This allowed all sorts of dilettantes and skeptics to assert about the further inexpediency of searching and applying algorithmic solutions that reduce the computational complexity of mathematical calculations.

It should nevertheless be noted that in fact, in the case when a computer or other computing device already contains a builtin hardware multiplier, reducing the number of multiplication operations due to a disproportionate increase in additions can lead to negative consequences. Nevertheless, in the design of specialized processors, especially processors with parallelization of computations in which a number of parallel multiplying units are supposed to exist, the problem of minimizing the number of these blocks remains to be actual. This is because if the hardware complexity of an binary adder increases linearly with operand size, then the hardware complexity of a binary multiplier grows quadratically. The multiplier, compared to the adder, occupies considerably more space on the crystal, consumes much more energy, and releases much more heat. It is clear that the developer of such a processor will strive to ensure that its structure contains as few blocks of multiplication as possible. In this case, the searching for algorithmic solutions leading to a reduction in hardware costs is extremely topical. From this point of view, the development of fast algorithms is economically justified and technically feasible.

It should be noted that there is still no universal methodology for designing fast algorithms. The most famous and interesting solutions were obtained on the basis of consideration of particular properties and unique features of specific problems. For example, the FFT algorithm was developed by taking into account the properties of periodicity and multiplicativity of discrete exponential functions, the algorithm of fast cyclic convolution - due to the proof that the convolution of two sequences can be calculated as the product of the FFT coefficients of these sequences.

Anyway, the development of a fast algorithm requires the developer to have a deep understanding of the problem to be solved, as well as broad theoretical knowledge. Such a state of affairs may cause difficulties for engineering and technical personnel and specialists who have rich practical experience, but do not have sufficient theoretical training, and in some cases even induce unwillingness to independently develop such algorithms.

Nevertheless, it should be recognized that the process of creating a fast algorithm is extremely interesting and creative. Much here depends not only on the depth of knowledge and the level of theoretical preparation of the developer, but also on his intuition and ingenuity. Not the least role is played also by the accumulated experience and the availability of skills in solving such problems. Therefore, we can state with full confidence that the design of fast algorithms is a science, an art, and a craft.

## IV. CONCLUSION

The report discusses a simple and practical approach [1011] to the development of fast algorithms for matrix-vector multiplications. The main attention is focused on this type of operations, since the need to quickly calculate vector-matrix products with different matrix nuclei arises when solving a huge number of applied problems related to digital processing of data in radios and sonars, navigation, telecommunications, image recognition, scene analysis, machine graphics, etc. Without pretending to be completely universal, the proposed approach yet has a sufficient set of properties that allow to unify, formalize and even to automate the development of fast algorithms in interactive mode [12]. With the help of the developed approach, a number of effective algorithmic solutions have been developed that make it possible to reduce the execution time for solving various applied problems and/or to simplify the structures of processing units [13-27].
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