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I. INTRODACTION 

The paper considers the problem of quadratic 

programming with simple constraints: 
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where nnH   is a symmetric and positive definite 

matrix: nT xHxx  ,0 , and, 
ng  . The symbol "T" 

indicates the operation of transpose. 

The problem considered has various real practical 

applications: structural analysis, VLSI design, support of 

vector machines, graph theory, etc. A complete 

bibliography on general issues of quadratic programming 

can be found in [1], a work containing over 1000 (one 

thousand) of references! 

One of the most popular techniques for solving 

optimization problems are primal-dual methods based on 

solving Karush-Kuhn-Tucker conditions of optimality [2-

5].  A vector nx * is an optimal solution for problem 

(1) if and only if the Lagrange multiplier, which verifies 

the Karush-Kuhn-Tucker algebraic relations, exists [2]: 
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The system of equations and inequalities (2) with help of 

the complementary functions [6] can be reduced to a 

system composed only of equations, so that the Newton’s 

method of solving can be applied. A function 

:  is called complementary function if the set 

of solutions for the equation   0, ba  coincides with the 

set of solutions of the system: 0ab , 0,0  ba . 

In the paper [7], the function of Evtushenco was 

considered as   [8]:   babababa  )(
4

1
),(

2
 . 

This function unlike other complementary functions [6] 

is a smooth function for  ba, . A similar technique of 

transformation of a system (2) was presented in the paper 

[9], where function    aa ,0max


 has been used, which 

is an undifferentiated function. 

Subsequently, we will apply the proposed technique in 

the paper [10], showing that we can reduce the system (2) 

to another convenient consisting only of n equations with n 

unknown. This gives us a great advantage in case of 

solving mathematical programming problems in large 

dimensions. 

II. REFORMULATION OF KARUSH-KUHN-TUCKER 

CONDITIONS 

Consider two functions )(xu  and :)(xv  

defined as follows [10]: 
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The above defined functions satisfy the following 

properties [10]: 
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P2.  Functions )(xu  and )(xv  are continuously twice 

differentiable for .x  

P3.  0)( xu  şi 0)( xv if and only if 0)(  xu , 

respectively 0)(  xv for any 0x . 

P4.  0)()()()(  xvxuxvxu  for any 0x . 

Let 
T

nyyyy ),,,( 21  be the vector of the auxiliary 

variables niyi ,2,1,  . We define the operators: 

  ,:)(,),(),()( 21
nnT

nyuyuyuyU    

  .:)(,),(),()( 21
nnT
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Using functions )(xu  and )(xv , based on the properties 

P1-P4, the Karush-Kuhn-Tucker system (2) can be 

transformed in the following equivalent system of n2  

nonlinear smooth equations with n2  unknown: 
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From last equation we have )(yVx   and so, taking in 
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consideration that gHxxf  )( , we get a system of n 

equations with many unknowns nyyy ,,, 21   : 

gyUyHV  )()( .                           (3) 

We note as )(yU   and )(yV   the diagonal matrices of 

nn  dimension with )(yu elements, respectively )(yv , 

ni ,,2,1  : 

 ,)(,),(),()( 21 nyuyuyudiagyU    

 .)(,),(),()( 21 nyvyvyvdiagyV    

With these notations the Jacobian matrix of 

gyUyHVyF  )()()( becomes 

)()()( yUyVHyF  . 

Theorem. The Jacobian matrix )(yF   is not singular 

in the neighbourhood of the system solution (3). 

Proof. Let any np  . Than, from 0)(  pyF we 

have: 

pyUpyVH )()(                                 (4) 

Whence   

     pyVpyUpyVpyVH
TT
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because 
nnOyUyV  )()( . 

On the other hand,  
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2

2
 pyVpyVpyVH

T
 , 

where 0 is the lowest eigenvalue of the matrix H. 

Thus 0)(  pyV . From (4) it follows that also 0)(  pyU . 

Thus, if 0)(  syv  results 0sp and 0)(  syu . If 

0)(  syv it results that 0)(  syu and 0sp . 

Hence nsps ,2,1,0  , namely   .)( nyFrang   

The theorem is proved. 

III. THE NEWTON’S METHOD 

The above theorem guarantees that the system of 

equations (3) can be solved using Newton’s method, which 

has superlinear speed of convergence in the neighbourhood 

of the solution. 

Let 
)(ky  be the current approximation of the solution 

*y . Than the approximation 
)1( ky  is obtained by solving 

the system of linear equations: 

)())(( )()()( kkk yFyyyF  , or, in expanded form, of 

the system: 

   )()()( )()()( kkk yyyUyVH

)()( )()( kk yUyHV  . 

The solution considered is the limit of the string 

   )1()1( (   kk yVx . 

Numerical example. 
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The matrix H has eigenvalues ,9/41  ,22   

43  , and so is positive defined. System (3) has the form  
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Solution: 1544.2;0000.1;5874.1 *
3

*
2

*
1  yyy ; 

0.0;0.1;0.0 *
3

*
2

*
1  xxx . 

IV. CONCLUSIONS 

The procedure proposed for the transformation of the 

Karush-Kuhn-Tucker system allows solving of the 

quadratic programming problem with simple restrictions in 

large dimensions. The main element is represented by the 

use of the functions  xu  and  xv , which helps to reduce 

the problem to a system in convenient dimensions that can 

be effectively solved by means of Newton’s method. 
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