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ANNOTATION 

For the diploma: "Development of intelligent generative models. Melody generation", 

developed by Tcacenco Igor, Chisinau, 2025. 

 

Keywords: neural networks, dataset, data preprocessing, machine learning, LSTM, chords, 

generative model 

The purpose of this work is to explore the integration of deep learning models, particularly LSTMs, 

in generating harmonically coherent and stylistically diverse chord progressions based on established music 

theory. To create a system capable of producing musically meaningful outputs that cater to both academic 

research and creative industries.  

Tools used: Python programming language, Google Colab.  

Explanatory note contains: introduction, 3 chapters, conclusions, bibliography with 20 titles, 4 

figures. 

Chapter 1: Explores the significance, current applications, and limitations of AI in music, setting 

the stage for the project's goals. 

Chapter 2: Details the architecture, workflow, and theoretical foundation of the chord progression 

generator system. 

Chapter 3: Describes the development process, including dataset preparation, model architecture 

design, training and validation results, and optimization techniques used for chord progression generation. 

  



ADNOTARE 

Pentru diploma: "Dezvoltare de modele intelegente generative pentru melodii. Generare de 

melodii", 

dezvoltat de Tcacenco Igor, Chișinău, 2025. 

 

Cuvinte-cheie: rețele neuronale, set de date, preprocesare a datelor, învățare automată, LSTM, 
acorduri, model generativ 

Scopul acestei lucrări este de a explora integrarea modelelor de învățare profundă, în special LSTM-

uri, în generarea de progresii de acorduri armonic coerente și stilistic diverse, bazate pe teoria muzicală 
consacrată. Crearea unui sistem capabil să producă rezultate semnificative din punct de vedere muzical care 
se adresează atât cercetării academice, cât și industriilor creative. 

Instrumente utilizate: Limbajul de programare Python, Google Colab 

Nota explicativă conține: introducere, 3 capitole, concluzii, bibliografie cu 20 titluri, 4 figure. 

Capitolul 1: Explorează semnificația, aplicațiile actuale și limitările AI în muzică, creând scena 

pentru obiectivele proiectului. 

Capitolul 2: Detaliază arhitectura, fluxul de lucru și fundamentul teoretic al sistemului generator 
de progresie a acordurilor. 

Capitolul 3: Descrie procesul de dezvoltare, inclusiv pregătirea setului de date, proiectarea 

arhitecturii modelului, rezultatele antrenamentului și validării și tehnicile de optimizare utilizate pentru 
generarea progresiei acordurilor. 

 

 

  



6 

 

CONTENTS 

INTRODUCTION ........................................................................................................................................ 9 

1 DOMAIN ANALYSIS ............................................................................................................................ 12 

1.1 Importance of the theme ....................................................................................................................... 13 

1.2 Existing solutions .................................................................................................................................. 13 

1.2.1 OpenAI Jukebox ................................................................................................................................ 14 

1.2.2 Magenta .............................................................................................................................................. 15 

1.2.3 AIVA .................................................................................................................................................. 16 

1.3 Goals and requirements ......................................................................................................................... 17 

1.3.1 Tasks and Objectives ......................................................................................................................... 17 

1.3.2 Functional and Non-functional requirements .................................................................................... 18 

1.3.3 System Structure ................................................................................................................................ 19 

2 SYSTEM MODELING ........................................................................................................................... 21 

2.1 Overview of the System ........................................................................................................................ 21 

2.1.1 General Description of the System .................................................................................................... 22 

2.1.2 Challenges in Automatic Chord Progression Generation .................................................................. 23 

2.2 System Architecture .............................................................................................................................. 24 

2.2.1 Overall System Workflow ................................................................................................................. 26 

2.2.2 Dataset Pipeline and Augmentation Process ...................................................................................... 27 

2.2.3 System Design for Chord Progression Generation ............................................................................ 28 

2.3 Behavioral Modeling of the System ..................................................................................................... 29 

2.3.1 Input Data Processing and Preparation .............................................................................................. 30 

2.3.2 Behavioral Model of the LSTM-based Generator ............................................................................. 31 

2.3.3 Interaction between Dataset, Model, and Output ............................................................................... 33 

2.4 Theoretical Basis of Music Modeling ................................................................................................... 34 

2.4.1 Music Theory Fundamentals Applied in the System ......................................................................... 36 

2.4.2 Challenges in Representing Music Theory in Machine Learning ..................................................... 37 

3 SYSTEM DEVELOPMENT ................................................................................................................... 39 

3.1 Dataset Preparation and Preprocessing ................................................................................................. 39 

3.1.1 Dataset Overview and Characteristics ............................................................................................... 40 

3.1.2 Tonality Detection and Matching Chords Identification ................................................................... 42 

3.1.3 Tokenization and Encoding of Degrees ............................................................................................. 44 

3.1.4 Dataset Augmentation with Theoretical Progressions ....................................................................... 46 

3.2 Development of the Chord Progression Generator ............................................................................... 47 

3.2.1 Selection and Justification of Model Architecture ............................................................................. 48 



7 

 

3.2.2 Implementation of the LSTM Model ................................................................................................. 49 

3.2.3 Addition of Regularization Techniques ............................................................................................. 50 

3.3 Training and Validation of the Model .................................................................................................. 51 

3.3.1 Training Configurations and Hyperparameter Tuning ...................................................................... 52 

3.3.2 Validation and Evaluation Metrics .................................................................................................... 53 

3.3.3 Analysis of Results and Generated Progressions ............................................................................... 54 

3.4 Optimizations and Enhancements ......................................................................................................... 56 

3.4.1 Addressing Repetition and Monotony in Generated Progressions .................................................... 57 

3.4.2 Expanding the Dataset with Additional Progressions ........................................................................ 58 

3.4.3 Excluding Tonic Dominance from Progressions ............................................................................... 59 

3.4 Optimizations and Enhancements ......................................................................................................... 60 

3.5 Demonstrating Generated Results through a Rock Composition ......................................................... 60 

CONCLUSIONS ......................................................................................................................................... 62 

BIBLIOGRAPHY ....................................................................................................................................... 64 

 

 

  



8 

 

LIST OF ABBRIVIATIONS AND DEFINITIONS 

 

Tonality – the sonic characteristic of a musical piece. Tonal music works by establishing a specific 

note as a tonal center, creating tension by moving away from the tonal center, then resolving the tension by 

returning to it again. 

Harmony – two or more notes being heard in unison and usually have a pleasing effect on the 

listener. These notes can be played by an instrument or sung by someone, which makes up a sequence. 

Functional harmony - a term used to describe the relationships between chords in music. It refers to 

the idea that chords have specific functions within a key and that their relationships to each other can be 

used to create cycles of tension and resolution that contribute to add movement to a piece of music. The 

three most important chords in the context of functional harmony are the tonic, subdominant, and dominant 

chords. 

Chromaticism - the name given to the use of tones outside the major or minor scales. 

Cadence/Chord progression - harmonic movement from one chord to another. 

Degree - relative position of a particular note or chord to the tonic. 

Diatonic chord – a chord built from notes of the key. 

Non-diatonic chord – a chord built from notes, that are not native to the key. 

Key – a definite set of notes that are used to create a piece of music. 

Modal interchange – a technique that consists in temporarily borrowing chords from a parallel 

tonality or mode that shares the same root without abandoning the established key. 

Parallel keys/Parallel tonalities - a major scale and a minor scale that have the same starting note 

(tonic). 

Scale - any consecutive series of notes that form a progression between one note and its octave. 

Major and minor - adjectives that may describe an interval, chord, scale, or key. When referring to 

scales or chords, major and minor signify the presence of a major third or a minor third, respectively. 
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INTRODUCTION 

The brain is a complex biological neural network capable of receiving information from the senses 

and processing it. Scientists have been trying for decades to endow machines with human intelligence, so 

that a technical device could perform tasks independently. In 1956, computer scientist John McCarthy 

proposed to use the term “Artificial Intelligence”. Artificial Intelligence is a branch of computer science 

that deals with solving problems intended for human intelligence using machines. Man cannot possess all 

the knowledge of the world, but he can mine and accumulate knowledge, and artificial intelligence to 

process them, or, for example, a person is not able to work without rest, monotonous labor is not easy. A 

technical device is endowed with artificial intelligence so that a person is freed from certain tasks and 

performs what the machine is not capable of. Currently, artificial intelligence solves problems in different 

spheres of human life. 

Neural networks and neurocomputers is a branch of knowledge that is very popular nowadays. This 

is evident, in particular, in the large number of publications, conferences, and various applications. One of 

the reasons for this popularity is their remarkable ability to learn from observed examples and to form 

acceptable inferences from incomplete, noisy and inaccurate input information. Work on neural networks 

was originally started by biologists. With the help of neural networks, researchers sought to study the 

properties and peculiarities of the brain. The development and application of neural networks in various 

fields is an important direction of modern science and technology. Neural networks are computer systems 

that model the operation of the human brain and are capable of processing information in the same way as 

neurons. One of the industries influenced by the development of neural networks is medicine. Through the 

use of neural networks, doctors can make more accurate diagnoses, predict diseases, and develop 

individualized treatments. Neural networks are also widely used in neurobiology to study the structure and 

functioning of the brain. 

In financial services, neural networks are used to analyze the market, predict changes in stock prices, 

and determine optimal trading strategies. This helps investors make informed and sound decisions based 

on a large amount of data. In the transportation and automotive industry, neural networks are used to control 

autopilot systems, analyze the road environment, and predict accidents. Such systems provide safer driving 

conditions and improve vehicle efficiency. Neural networks are also finding their application in urban 

planning and resource management. They are used to predict traffic, optimize energy consumption, and 

develop intelligent systems for managing urban infrastructure. This helps to improve the quality of life of 

city dwellers and increase the efficiency of resource utilization. The development and application of neural 

networks has a significant impact on various industries and fields of endeavor. This technology continues 

to evolve and progress, opening new opportunities for innovation and improvement. 

 



64 

 

BIBLIOGRAPHY 

1. Agchar I, Baumann I, Braun F, Perez-Toro PA, Riedhammer K, Trump S, et al. A Survey of Music 

Generation in the Context of Interaction [Internet]. arXiv; 2024 [cited 2024 Dec 29]. Available from: 

http://arxiv.org/abs/2402.15294 

2. Hetherington J. Ditto Music. 2023 [cited 2024 Dec 29]. Ditto Music. Available from: 

https://press.dittomusic.com/60-of-musicians-are-already-using-ai-to-make-music 

3. Briot JP, Pachet F. Music Generation by Deep Learning - Challenges and Directions. Neural 

Computing and Applications. 2020 Feb;32(4):981–93. [cited 2024 Dec 29]. Available from: 

https://arxiv.org/pdf/1712.04371 

4. Market.us [Internet]. [cited 2024 Dec 29]. AI in Music Market. Available from: 

https://market.us/report/ai-in-music-market/ 

5. Herremans D, Chuan CH, Chew E. A Functional Taxonomy of Music Generation Systems. ACM 

Comput Surv. 2018 Sep 30;50(5):1–30.  

6. OpenAI Jukebox Sample Explorer [Internet]. [cited 2024 Dec 29]. Available from: 

https://jukebox.openai.com/ 

7. Magenta [Internet]. [cited 2024 Dec 29]. Magenta. Available from: https://magenta.tensorflow.org/ 

8. AIVA, the AI Music Generation Assistant [Internet]. [cited 2024 Dec 29]. Available from: 

https://www.aiva.ai/ 

9. Eck D, Schmidhuber J. Finding temporal structure in music: blues improvisation with LSTM 

recurrent networks. In: Proceedings of the 12th IEEE Workshop on Neural Networks for Signal 

Processing [Internet]. Martigny, Switzerland: IEEE; 2002 [cited 2024 Dec 29]. p. 747–56. Available 

from: http://ieeexplore.ieee.org/document/1030094/ 

10. Schoenberg A. Structural Functions Of Harmony [Internet]. 1969. Available from: 

https://is.muni.cz/el/1421/podzim2007/VH_53/Schoenberg_Structural_Functions.pdf 

11. Sutskever I, Vinyals O, Le QV. Sequence to Sequence Learning with Neural Networks [Internet]. 

arXiv; 2014 [cited 2024 Dec 29]. Available from: http://arxiv.org/abs/1409.3215 

12. Kingma DP, Welling M. Auto-Encoding Variational Bayes [Internet]. arXiv; 2022 [cited 2024 Dec 

29]. Available from: http://arxiv.org/abs/1312.6114 

13. Huron D. Sweet Anticipation: Music and the Psychology of Expectation [Internet]. 2006. Available 

from: https://sites.evergreen.edu/natureofmusic/wp-content/uploads/sites/105/2015/09/Sweet-

Anticipationpdf.pdf 

14. Piston W. Harmony [Internet]. 1959. Available from: https://hugoribeiro.com.br/area-restrita/Piston-

Harmony.pdf 

15. Kitson CH. Elementary harmony. 1920; Available from: 

https://dn790007.ca.archive.org/0/items/elementaryharmon03kits/elementaryharmon03kits.pdf 

16. Goodfellow I, Bengio Y, Courville A. Deep Learning [Internet]. Available from: 

https://link.springer.com/article/10.1007/s10710-017-9314-z 



65 

 

17. Chollet F. Deep Learning with Python, Second Edition [Internet]. New York: Manning Publications 

Co. LLC; 2021. 1 p. Available from: 

https://sourestdeeds.github.io/pdf/Deep%20Learning%20with%20Python.pdf 

18. Boulanger-Lewandowski N, Bengio Y, Vincent P. Modeling Temporal Dependencies in High-

Dimensional Sequences: Application to Polyphonic Music Generation and Transcription. Available 

from: https://arxiv.org/pdf/1206.6392 

19. Srivastava N, Hinton G, Krizhevsky A, Sutskever I, Salakhutdinov R. Dropout: A Simple Way to 

Prevent Neural Networks from Overfitting. Available from: 
https://jmlr.org/papers/volume15/srivastava14a/srivastava14a.pdf 

20. Holtzman A, Buys J, Du L, Forbes M, Choi Y. The Curious Case of Neural Text Degeneration 

[Internet]. arXiv; 2020 [cited 2024 Dec 29]. Available from: http://arxiv.org/abs/1904.09751 

 


