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Rezumat

Teza cu numele Aplicarea modelelor ”Deep Learning” in clasificarea imaginilor
galactice, prezentata de studentul Gavrilita Mihail in calitate de proiect de Master, a fost dezvoltata
in cadrul Universitatii Tehnice din Moldova. Aceasta este scrisd in limba engleza si contine 61 pagini,
14 figuri, 10 listari de cod si 39 de referinte. Teza consista dintr-o lista de figuri, o lista de listari de
cod, introducere, patru capitole, concluzie si bibliografie.

Analizarea manuald a unor cantitati imense de date astronomice in continud crestere devine
mai dificila in fiecare zi. Cu viteza actuala a fluxului de date si a procesarii datelor noi, oamenii
de stiintd nu ar putea analiza niciodata datele disponibile. Abordarile traditionale sunt fie prea
lente (abordari manuale), fie nu au cunostintele necesare pentru a extrage informatii semnificative
(abordari statistice). Oferirea unei solutii rapide si inteligente pentru procesarea datelor este ceea ce
a motivat acest proiect.

Acest document isi propune sa studieze modul in care modelele de invatare automata pot ajuta
la analiza datelor rezultate din domeniul respectiv. Datorita capacitatii sale de a extrage in mod
automat caracteristici complexe si semnificative din date, modelele “deep learning” sunt candidatii
principali pentru sarcina si ar putea oferi o alternativa mai ieftina si mai rapida metodelor clasice de
procesare a datelor.

Pentru a intelege mai bine necesitatile oamenilor de stiinta care lucreaza cu date a fost analizat
domeniul problemei. Proiectul a urmat cu o analiza a aspectelor teoretice ale procesarii datelor si
invitdrii automate. In continuare, a fost documentat procesul de dezvoltare urmat de o analizi a
rezultatelor obtinute. In concluzie, au fost discutate posibilele directii de dezvoltare a produsului.

Acest document este destinat cititorilor specializati in domeniul tehnic.



Abstract

Thethesisnamed Deep Learning Model Application in Galaxy Image Classification,
presented by student Gavrilita Mihail as a Master project, was developed at the Technical University
of Moldova. It is written in English and contains 61 pages, 14 figures, 10 listings and 39 references.
The thesis consists of a list of figures, a list of listings, an introduction, four chapters, a conclusion,
and a list of references.

Parsing huge amounts of ever growing astronomical data by hand becomes harder every day.
With the current speeds of new data inflow and data processing, scientists could never parse the
data available. Traditional approaches are either too slow (manual) or lack the insights to extract
meaningful information (statistics). Providing a fast and insightful solution for data processing is
what motivated this project.

This document aims to study how machine learning models can help analyze data resulting
from that domain. Because of it’s ability to extract complex and meaningful features automatically
from data, deep learning is a prime candidate for the task and could provide a cheaper and faster
alternative to classical methods of data processing.

The domain of the problem was analyzed to better understand the necessities of scientists that
work with data. The project followed with an analysis of the theoretical aspects of data processing
and machinelearning. Following, the development process was documented followed by an analysis
of the obtained results. In conclusion, possible directions of future development were discussed.

This document is intended for readers with technical background.
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Introduction

Nowadays, the scientific field of astronomy is overwhelmed by a data tsunami”. Everyyear,
petabytes of new images and measurements flood the servers of scientists all around the globe. The
scientific method is based on data analysis and processing all this data with classical methods is
getting less and less effective. The tools that are used are either too slow (manual approach) or lack
complexity and a deeper understanding of the data in hand (statistic instruments). The field is in
desperate need for tools that would allow for a deeper understanding of data and, at the same time,
would be able to go through vast amounts of it fast.

What other tools can a scientist use, besides the manual or statistical approach? Machine
learning provides many tools for different types of problems such as regression, classification or
object detection. And out of them, deep learning models show most interest to scientists because
of their ability to extract complex features from data all by themselves. And, compared to other
machinelearning models, deep learning models only grow stronger with more and more data that is
fed into them.

Deeplearning models promise fastand accurate solutions for manytypes of classification prob-
lems. With their ability to learn complex spatial features, Deep CNN networks are the prime can-
didate to battle this astronomical data tsunami. Transfer learning is a relatively new approach in
creating classification models. It allows developers to "reuse” the knowledge gained by models when
solving problemstoaidintraining foranother problem. Thus, the project can use pre-trained models
to drastically lower the amount of data necessary for training.

Considering the arguments from above, the following research is proposed: to apply deep
learning models and train on classified astronomical data using transfer learning to speed up the
training process and to lower the requirements to the volumes of training data. Such a machine
learning model would allow scientists to parse large amounts of data much quicker than with any
other manual approach, and, if the accuracy of the model is high, do so with few mislabeled data.

The current thesis consists of four chapters. In the first chapter, problem analysis and domain
description is performed. The chapter analyses why processing data is hard and describes different
approaches for it. The second chapter covers the theoretical aspects of the project. Different data
analysis and machinelearning notions are covered. The third chapter examines the implementation
of the application. The technologies and methodologies used to develop the application are also
discussed. Thelast chapter goes over the final results of the project. The resulting model is analysed
via several metrics.
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