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In this presentation, based on Barbu et al., 2017, we are interested in applications of statistical
techniques for Markov chains in financial mathematics. We have modelled through a Markov chain
the time evolution of the dividend growth factor of a stock. We were interested in estimating the
first two moments of the price of the stock and also in forecasting the price of the stock within n
time units. This work represents further advancements of the Markov chain stock model proposed
in Ghezzi and Piccardi, 2003. We give theoretical results about the consistency and asymptotic
normality of the estimated quantities and apply our findings to real dividend data. The statistical
techniques for Markov chains are mainly based on Sadek and Limnios, 2002.
These results were integrated into a semi-Markov framework as provided by D’Amico, 2013, where
the semi-Markov hypothesis was advanced and validated on real data. A further generalization
was given in D’Amico, 2016, where a continuous state space semi-Markov model is considered for
the computation of the fundamental price and risk of the stock.
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Consider the bimatrix game Γ = 〈I, J,A,B〉 in complete and (1� 2)− perfect informa-
tion over the sets of pure strategies. To solve games of this type we propose the following
methodology [1]. The first, for game in complete and perfect information over the sets of
pure strategies Γ we will build the game in perfect information over the sets of informational
extended strategies Game (1� 2). Second, for the game Game (1� 2) we will build the in-
complete and imperfect information game generated by the informational extended strategies

Γ̃ =

〈
{1, 2}, I, J,

{
AB(i, j) =

∥∥(aijji , bijji)∥∥j∈Ji∈I

}j∈J

i∈I

〉
. Third, for the game Γ̃ we will gener-

ate the associated Bayesian game in the non informational extended strategies



CAIM 2018, Chişinău, September 20–23, 2018 71

ΓBayes = 〈{1, 2}, {∆1,∆2},L,C,A,B〉 . Finaly any fixed α ∈ ∆1 and β ∈ ∆2 we will determine
the solutions of the following sub games subΓBayes = 〈{1, 2},L(α),C(β),A(α),B(β)〉 of the game
ΓBayes. Using the MPI-OpenMP programming model and ScaLAPACK -BLACS packages we have
elaborated the parallel algorithm to find the all equilibrium profiles (l∗, c∗) in the game ΓBayes.
We can demonstrate the following theorem that estimate the run time performance and commu-
nication complexity of the parallel algorithm.

Theorem 1. The run time complexity of the parallel algorithm is

Tcomput =

7∑
k=2

T kp = O(max(n,m)) +O (max(κ1,κ2)) +

+O (max (|I| , |J |)) +O
(

max
(∣∣∣Î∣∣∣ , ∣∣∣Ĵ ∣∣∣ , |grBr1| · |grBr2|

))
and communication complexity is

Tcomm = O (ts + [max (|I| × |J | ,m× n)] ∗ tb + th) .
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Above the linear process can act the disturbance signals, so kind of processes can be described by
the parametrical models, where the most used take part from the ARMAX class (Auto-Regressive
Moving Average with eXogenous control). The general model of the class is the ARMAX model
[na, nb, bc, nk], which in fact represents that the output signal is obtained as a result of the su-
perposition between a useful signal obtained by filtering the input signal and a parasitic signal
obtained by filtering the white noise :

y(k) =
B(q−1)

A(q−1)
u(k) +

C(q−1)

A(q−1)
e(k) = yu(k) + ye(k).

where y(k) is the output of the noisy system, u(k) - control signal, e(k) is a sequence of inde-
pendent normal variables with zero mean value and variance one (white noise) and the polynomials
A(q−1), B(q−1), C(q−1) are

A(q−1) = 1 + a1q
−1 + ...+ anaq

−na,

B(q−1) = b1q
−1 + ...+ bnbq

−nb,


