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Abstract

Text classification is one of the most actual among the natural
language processing problems. In this paper the application of
word-based PPM (Prediction by Partial Matching) model for au-
tomatic content-based text classification is described. Our main
idea is that words and especially word combinations are more rel-
evant features for many text classification tasks. Key-words for
a document in most cases are not just single words but combina-
tion of two or three words. The main result of the implemented
experiments proved applicability of word-based PPM models for
content-based text classification. Although in some cases the
entropy difference which influenced the choice was rather small
(several hundredths), most of the documents (up to 97%) were
classified correctly.

1 Introduction

Text or document classification is the assignment of documents to pre-
defined categories on the base of their content. It is one of the most ac-
tual natural language processing problems. Message classification is an
every day problem for every person, using electronic mail; an adequate
system for spam detecting has not been developed yet. Automatic text
classification at the news tapes, automatic subject classifier in on-line
libraries would be of much help for people supporting these services.
The number of files, stored at a typical computer is also increasing
rapidly; those collections will also need an automatic classification.
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There are different types of text classification. Authorship attribu-
tion, spam filtering, dialect identification are just several of the pur-
poses of text categorization. It is natural that for different types of
categorization different methods are pertinent. The most common type
is the content-based categorization which classifies texts by their topic,
objects and events they describe.

In this paper the application of word-based PPM (Prediction by
Partial Matching) model for automatic content-based text classification
is described. Although the application of PPM model to the document
classification is not new, the novelty in our approach is word-based
model we support.

Our main idea is that words and especially word combinations are
more relevant features for many text classification tasks. It is known
that key-words for a document in most cases are not just single words
but combinations of two or three words. Thus, sequences of words are
quite representative for text classification task.

The following sections of this paper describe machine-learning and
compression-based approaches to text classification. Several word-
based models are considered and a particular word-based PPM model
for content-based text categorization is presented. Finally, some ex-
perimental results for PPM models based on trigrams, bigrams and
unigrams are reported.

2 Related works

Typical approaches to text classification extract “features” from docu-
ments and form feature vectors which are used as an input to a machine
learning technique. The features are generally words. Because are so
many of them, a selection process is applied to determine the most
important ones and the remainder are discarded.

Lately the most wide spread machine learning techniques used for
classification are based on the SVM (support vector machine). Almost
any classification method can be reduced to separation hyper plain
construction in terms of SVM method [3]. Although separation of
vectors using plains appears rather simple, SVM classification methods
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are more effective than the others: decision tree approach [12], cluster
classification [14], näıve Bayes classification [11], and neural nets [13].

SVM classification methods achieve high level of precision due to
the separation of and adjustment to text “features”, which are words
of the text. The problem of SVM is the requirement of quadratic
convex programming that demands time expenses and inevitable use
of floating-point arithmetic. Text classification by SVM methods de-
mands such large number of characteristics that the task becomes com-
putationally not feasible. Of course, new methods of optimization are
developed, but still SVM is capable of operating with not more than
ten thousands characteristics.

A number of approaches that apply text compression models to
text classification have been presented recently. The underlying idea
of using compression methods for text classification was their ability to
create the language model adapted to particular texts. It was supposed
that this model captures individual features of the text being modeled.

3 Statistical Models for compression.

A number of powerful modelling techniques have been developed in
recent years to compress natural language text. The best of these are
adaptive models operating on character and word level, which are able
to perform almost as well as humans at predicting text.

PPM (prediction by partial matching) is an adaptive finite-context
method for compression. It is based on probabilities of the upcom-
ing symbol in dependence of several previous symbols. Firstly this
algorithm was described in [1], [2]. Lately the algorithm was modified
and in [7] was described an optimized PPMC (Prediction by Partial
Matching, escape method C) algorithm. PPM has set the performance
standard for lossless compression of text throughout the past decade.
In [10] it was shown that the PPM scheme can predict English text
almost as well as humans. The PPM technique blends character con-
text models of varying length to arrive at a final overall probability
distribution for predicting upcoming characters in the text.

For example, the probability of character ’m’ in context of the word
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’algorithm’ is calculated as a sum of conditional probabilities in depen-
dence of different length context up to the limited maximal length:

P(’m’) = λ5· P( ’m’ | ’orith’) + λ4· P( ’m’ | ’rith’) + λ3· P( ’m’ |
’ith’) + λ2· P( ’m’ | ’th’) + λ1· P( ’m’ | ’h’),
where λi (i = 1 . . . 5) is normalization factor; 5 - maximal length of the
context.

The models are adaptive: the counts for each context are updated
progressively throughout the text. In this way, the models adapt to
the specific statistical properties of the text being compressed. This
particular feature of the model is used to sort documents.

4 Classification using PPM models.

Most of compression models are character-based. They treat the text as
a string of characters. This method has several potential advantages.
For example, it avoids the problem of defining word boundaries; it
deals with different types of documents in a uniform way. It can work
with text in any language and it can be applied to diverse types of
classification.

In [6] the simplest way of compression-based categorization called
off-the-shelf algorithm is used for authorship attribution. The main
idea of this method is as follows. Anonymous text is attached to texts
which characterize classes, and then it is compressed. A model, pro-
viding the best compression of document, is considered as having the
same class with it. Among 16 compared compression algorithms, the
best performance was obtained by rarw which uses PPMD (Predic-
tion by Partial Matching, escape method D) compression program (71
correctly attributed texts for 82 test texts).

The other approach is direct measuring of text entropy using a cer-
tain text model. PPM is appropriate in this case, because text model-
ing and its statistic encoding are two different stages in this method.
In [5] it was shown that results of this method were very similar to
the results of the off-the-shelf algorithm. In their paper authors ap-
plied compression-based method to multi-class categorization problem
in order to find duplicated documents in large collections. Comparing
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several compression algorithms, the authors found that the best per-
formance was obtained by RAR and PPMD5 (84%-89% for different
conditions).

In [9] similar approach was used for language identification, to iden-
tify the period of historical English texts, for dialect identification and
for authorship attribution. All these problems may be viewed as text
categorization problems and solved using minimum-entropy approach
based on PPM model.

In [19] several compression schemes were used for source based text
categorization. The result was not as satisfactory as the author de-
sired. Furthermore, the word-based PPM model tested on the paper
performed worse than the letter-based one. The author considered it
happened due to the small training set. Performing a great number of
different experiments of compression-based categorization author con-
cluded that more work needs to be done to evaluate the technique.

In [20] extensive experiments on the use of compression models
for categorization were performed. They reported some encouraging
results; however they found that compression-based methods did not
compete with the published state of the art in use of machine learning
for text categorization. Authors considered that the results in this area
should be evaluated more thoroughly.

In [15] the letter-based PPM models were used for spam detecting.
In this task there existed two classes only: spam and legitimate email
(ham). The created models were applied to TREC spam filtering task
and exhibited strong performance in the official evaluation, indicat-
ing that data-compression models are well suited to the spam filtering
problem.

5 Word-based models.

Word-based statistical model uses a number of previous words to pre-
dict the following one. For the first time, statistical models based on
Markov’s chains of words were successfully used in speech recognition
[4].
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It is necessary to mention that word-based models present a prob-
lem when implemented practically. Number of different words in a
text is much greater than number of letters in alphabet. While there
is no problem to create a letter-based model with the context of 6,
7, 8 letters, the creation of word-based model with the context of 3
words is time and memory consuming. Word-based Markov chains are
practically implemented with context of one (bigrams) or two words
(trigrams) because the longer context demands large training corpora,
much time (sometimes more than 24 hours of training) and memory.

Nonetheless, a number of word-based text compression schemes
have already been proposed [16][17]. In [18], four word-based com-
pression algorithms were implemented in order to take advantage of
longer-range correlations between words and thus achieve better com-
pression. The performance of these algorithms was consistently better
than UNIX compress program.

In [9] the adaptive word-based PPM bigram model was used to
improve text compression. This model created the shorter code in
comparison with letter-based model, because the code was created for
the whole word at once, so less number of bits was used to code each
letter. Besides, it provided faster compression than character-based
models because fewer symbols were being processed.

Results with these models have shown that the word-based ap-
proach generally performs better when applied to compression.

6 Classification using word-based PPM model.

As usual, PPM based classification methods use symbol-based mod-
els. As mentioned above, experiments showed that given classification
methods achieved results, competitive to those obtained by classical
techniques. PPM classification methods are based on text fragments
consisting of a number of symbols. This number should not be higher
than a certain value which is called maximal context. As usual, max-
imal context is five symbols long, because it was proved, that this
maximal context value provides best performance for PPM [9]. Taking
into consideration, that PPM models based on 5 or less symbol text
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fragments have best achievements in document classification, one can
assume that those fragments characterize texts good enough for text
classification.

However, if texts are classified by the contents, they are better
characterized by words and word combinations than by fragments con-
sisting of five letters. We believe that words are more indicative text
features for content-based text classification. That’s why we decided
to use a model based on words for PPM text classification.

It is obvious that 5-word contexts are impossible to use. As it was
mentioned above, in case of words, one or two word context usually is
used. Therefore we applied PPM model based on two, one and zero
word contexts. In case of zero context, words without context were
used. In this case, the same information about the text was available
as in common classification methods. As it is known, classical meth-
ods of documents categorization are based in most cases on frequency
dictionary.

We used minimum cross-entropy as a text classifier [22], using mod-
els, created on the base of certain classes of documents. As it was
mentioned above, PPM is the most convenient for these purposes, be-
cause it has text modelling and its statistical encoding separated in two
different stages.

In informational theory [21], the fundamental coding theorem states
that the lower bound to the average number of bits per symbol needed
to encode a message (text) is given by its entropy:

H = −
n∑

i=1

p(xi) log p(xi) (1)

where
p(xi) - probability of symbol xi in the message, for all symbols in

the message, i = 1 . . . n;
PPM compression algorithm can be used to estimate the entropy of

text as its modelling part estimates the probabilities of text symbols.
Thus, one can estimate the probabilities of symbols in the text and
then calculate their entropy using equation (1). The entropy provides a
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measure of how well the probabilities were estimated; the lower entropy
is, the better probabilities are estimated.

Cross-entropy is the entropy calculated for a text if the probabilities
of its symbols have been estimated on another text:

Hm
d = −

n∑

i=1

pm(xi) log pm(xi) (2)

were
Hm

d – text d entropy obtained using model m;
pm(xi) - probability of symbol xi using model m for all symbols in

the text d (i = 1 . . . n);
m – a statistic model created on the base of another text.
Usually, the cross-entropy is greater than the entropy, because prob-

abilities of symbols in diverse texts are different. The cross-entropy can
be used as a measure for document similarity; the lower cross-entropy
for two texts is, the more similar they are. It is considered that texts
with lowest cross-entropy belong to the same class. Hence, if several
statistic models had been created using documents that belong to dif-
ferent classes and cross-entropies are calculated for an unknown text on
the base of each model, the lowest value of cross-entropy will indicate
the class of the unknown text. In this way cross-entropy is used for
text classification.

Thus, two steps were realized: (1) creation of PPM models for every
class of documents; (2) entropy estimation for unknown document using
models for each class of documents.

The unknown document considered to be of the same class with the
model providing the lowest value of entropy.

In the experiments the entropy per word was calculated in order to
avoid influence of document’s size on the entropy value:

Hm
d /n = (−

n∑

i=1

pm(xi) log pm(xi))/n (3)

where n is number of words in document d.
The aim of the experiments was twofold:
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- to see how distinct the values of entropies on different models for
the same document are;

- to evaluate quality of document classification by this method.

7 Experiments

To check the word based classification method using PPM, a set of
experiments was made. The corpus of newspaper articles from the Ro-
manian electronic newspaper “Evenimentul zilei” (Event of The Day)
was used in the experiments. All the articles in this newspaper be-
longed to one of the 7 categories:

- editorial;

- money, business;

- politics;

- investigations;

- quotidian;

- in the world;

- sport.

Thus there were documents of seven categories. Each category was
considered a class of documents in the classification task. To verify
the documents classification quality, word-based trigram PPM models,
based on groups of documents from each category separately, were
created firstly.

As the result, seven models were created, each of them reflecting
features of a certain category.

Then the entropies of a number of test documents were calculated
using the created models (we took 10 test documents from each cat-
egory, total - 70 documents). It was supposed that texts from one
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category had similar lexicon and differed from other texts. The en-
tropy of texts from the same category as well as of those used to create
the model must be less than in texts from other categories. So, having
the entropy calculated on the base of seven models, we attributed the
text to the category for which its entropy was minimal. In the table 1,
the average entropy value per word for seven types of test documents is
shown. Columns show seven models based on each text category, rows
refer to test files of the given category. Figures in the table cells show
average entropy per word for test documents of the row calculated on
base of the model in the column.

Table 1. Average entropy value for test documents for seven categories
(trigram model).
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Money, business 9,60 10,30 10,39 10,33 10,23 10,12 10,34
quotidian 10,25 10,02 10,32 10,23 10,07 10,14 10,20
editorial 10,35 10,19 9,59 10,29 10,13 9,86 10,14
in the world 10,28 10,19 10,40 9,38 10,20 10,11 10,23
investigations 10,21 10,00 10,30 10,18 9,62 10,02 10,17
politics 10,09 10,18 10,07 10,11 10,03 9,32 10,16
sport 10,41 10,29 10,39 10,32 10,19 10,17 9,06

Minimal entropy obtained on each model is shown with bold. As
it can be seen, articles from the same category which was used for the
model creation have minimal entropy. It means that entropy, calculated
by this way, can be used for the document classification. But it must
be mentioned that there is a very small difference in values. Such a
small difference in values increases the risk of errors.

The only mismatch is for the test articles from ‘investigations’ and
the model for ‘quotidian’. The figure is underlined.
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In the table 2 the files are given separately. The entropy for each
test file has been calculated. Each test document was classified to a
category for which the entropy of given document was minimal.

Again columns show seven models accordingly to the categories,
rows refer to test files of the given category. Figures in the table cells
show number of test files classified to the category of the column.

Table 2. Test documents classification (trigram model).

categories
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Money, business 10 10
quotidian 10 3 5 2
editorial 10 10
in the world 10 10
investigations 10 10
politics 10 10
sport 10 10

Almost all the documents were classified correctly. But in some
cases the difference in entropy values, that influenced the decision, was
equal to one hundredth. The same can be said about documents that
were classified incorrectly. Documents of only one category were clas-
sified wrongly: quotidian. It is obvious that the errors in classification
were influenced by the category.

The category ‘quotidian’ is not a well-defined class of documents;
it contains topical articles. Accordingly to the errors in classification,
in most cases those were articles about finances and investments. Thus
in this case errors are not due to the system imperfection, the category
itself doesn’t differ considerably from the other categories. This can
explain the wrong minimal value in the previous table for ‘quotidian’
test files and ‘investigations’ model.
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The next experiment was made using PPM based on word bigram
models. The conditions were the same as in the previous one. In table
3 the results of the experiment are presented.

Table 3. Average entropy value for test documents (bigram model).
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Money, business 9,60 10,34 10,50 10,42 10,27 10,19 10,50
quotidian 10,26 10,05 10,42 10,30 10,09 10,18 10,30
editorial 10,31 10,22 9,58 10,36 10,18 9,89 10,19
in the world 10,27 10,26 10,51 9,40 10,23 10,16 10,31
investigations 10,21 10,03 10,38 10,23 9,59 10,03 10,25
politics 10,10 10,23 10,06 10,16 10,05 9,31 10,23
sport 10,41 10,37 10,49 10,40 10,23 10,23 9,02

Again bold font shows the minimal entropy values. Similar to the
two words context model all the categories were classified correctly
except ‘quotidian’. Bigram model can be as well used for documents
classifications.

It must be said that bigram model took less computer memory and
worked faster than trigram model. Thus more training texts could
be used for this model. About 400-500 Kb of training files for each
category were used in the experiment for the trigram model. Almost 1
Mb of training files for each category were used for the bigram model.
Indeed, comparing the tables, one can see that the difference in entropy
values in table 3 is a bit bigger than in 1. The increase of difference
may occur for two reasons. Either bigram model better fitted the task
of classification, or volume of the training texts influenced the results.

We can see that the results obtained with the bigram and the tri-
gram models are similar. The category ‘quotidian’ remains the biggest
problem here as well. It is interesting that the given model didn’t relate

194



Text Classification Using Word-Based PPM Models

Table 4. Test documents classification (bigram model).

categories
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Money, business 10 10
quotidian 10 1 5 4
editorial 10 10
in the world 10 10
investigations 10 10
politics 10 10
sport 10 10

the questionable articles to “money, business” but selected “investiga-
tions”. These two categories are very close, so the misunderstanding is
easy to explain.

The next experiment was made using word-based unigram PPM
model i.e. without any context. In fact, the classification was per-
formed using frequency dictionaries. The other conditions remained
the same. Test results of the model without context are presented in
the table 5.

It is seen, that the results obtained using this model are worse in
comparison with two previous experiments. Problem category ‘quo-
tidian’ was mixed with categories ‘money, business’, ‘investigations’,
‘politics’ and ‘editorial’ (figures in italic).

It must be mentioned that if the size of training texts was enlarged
when changing from trigram to bigram model, no changes of the texts
size were produced when changing from bigram to unigram model.
Probably, enlarging of the training texts size for the last model would
improve its result. Thus the next step was to increase the training
texts volume, to train and then classify using unigram model. In table
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6 the results of this experiment are presented.

Table 5. Average entropy value for test documents (unigram model).
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Money, business 10,47 10,92 10,91 10,87 10,79 10,75 10,91

quotidian 10,73 10,78 10,80 10,79 10,70 10,72 10,79

editorial 10,70 10,78 10,37 10,79 10,67 10,53 10,69

in the world 10,77 10,94 10,94 10,73 10,82 10,75 10,88

investigations 10,73 10,81 10,82 10,79 10,54 10,68 10,81

politics 10,72 10,91 10,69 10,78 10,74 10,35 10,80

sport 10,85 10,95 10,93 10,91 10,81 10,78 10,53

Table 6. Average entropy value for test documents (unigram model).
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Money, business 10,60 11,00 11,13 11,10 10,95 10,95 11,07

quotidian 10,93 10,85 11,01 11,00 10,86 10,91 10,94

editorial 10,89 10,84 10,57 10,97 10,80 10,68 10,82

in the world 10,99 11,02 11,15 10,98 10,99 10,96 11,05

investigations 10,94 10,87 11,02 10,97 10,63 10,84 10,94

politics 10,90 10,97 10,84 10,97 10,86 10,45 10,93

sport 11,05 11,04 11,15 11,12 10,98 10,97 10,62

The results didn’t improve. On the contrary, the categories were
mixed even more. Of course it could be explained by the fact that in
category ‘in the world’ there can be articles about ‘politics’ and ‘inves-
tigations’, thus their lexicons intersect. However we were interested in
accurate classification in accordance with predefined categories. Table
7 presents classification results using unigram model.
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Table 7. Test documents classification (unigram model).
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money, business 10 10 10

quotidian 10 22 0 4 7 4 1

editorial 10 9 8 1 2

in the world 10 1 6 3 2 4 4

investigations 10 9 10 1

politics 10 10 10

sport 10 10 10

We used italic to show the classification results of the first experi-
ment with unigram and bold for the results of the second experiment
with unigram and enlarged size of training texts. As it is seen from the
table, the increase of the text size gave rather arguable result. In some
cases the classification quality improved, while in the others it became
worse. It can be argued that the articles from the category ‘in the
world’ speak about ‘politics’ and so on. On the other hand we didn’t
do the category division and our task was just to classify documents
according to the initial classification.

Thus we can conclude that to classify the documents properly we
would rather use bigram and trigram models, while the model with
zero contexts does not fit here.

Also several experiments were made to check the influence of the
training texts size over the classification quality. The volume of training
texts for the bigram model was doubled. Test results are shown in
table 8.

Comparing values in this table and table 3 for the bigram models, it
can be seen that the difference in the entropy values of the given cate-
gory texts and the texts from other categories increased. Although the
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Table 8. Average entropy value for test documents (bigram model,
doubled training set).

categories
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Money, business 9,56 10,36 10,65 10,51 10,33 10,27 10,61
quotidian 10,37 10,05 10,54 10,37 10,16 10,29 10,38
editorial 10,41 10,22 6,32 10,41 10,21 9,95 10,26
in the world 10,39 10,29 10,64 6,14 10,31 10,27 10,40
investigations 10,32 10,03 10,47 10,27 9,53 10,06 10,31
politics 10,18 10,23 10,07 10,22 10,05 9,25 10,28
sport 10,54 10,39 10,61 10,50 10,33 10,34 8,98

value changes are small, the training texts volume increase influenced
the classification quality positively. In the previous experiment with
the bigram model, five test documents from ‘cotidian’ category were
not classified correctly. In the last experiment, eight of ten documents
from this category were placed correctly and two were attributed to
‘investigations’.

Thus, in the first experiment 93% of documents were classified cor-
rectly (65 of 70), in the last experiment 97% of documents were classi-
fied correctly (68 of 70).

8 Conclusion

In this paper, the application of compression word-based PPM lan-
guage models to text classification has been described. The results of
the implemented experiments proved that word-based PPM models are
relevant for content-based text classification.

The PPM models based on trigrams, bigrams and unigrams have
been compared. The results are quite promising for bigram and trigram
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models. Though trigram model performed slightly better, it required
much more memory than bigram model.

Unigram model was not good enough. This showed that single
words were not so characteristic features as word combinations for
context-based text classification.

Although in some cases the entropy difference that influenced the
choice was rather small (several hundredths), most of the documents
(up to 97%) were classified correctly. Unfortunately we can not di-
rectly compare our results with other approaches because we tested
our method on another corpus.

It should be mentioned that initially document categories in our
experiments were not defined exactly, which produced difficulties while
classifying.

We consider that the proposed method is appropriate for context-
based text classification and it should be evaluated on standard test-bed
for the evaluation of text categorization methods.
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